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Abstract— Simulation is an indispensable tool in the devel-
opment and testing of autonomous vehicles (AVs), offering an
efficient and safe alternative to road testing. An outstanding
challenge with simulation-based testing is the generation of
safety-critical scenarios, which are essential to ensure that AVs
can handle rare but potentially fatal situations. This paper
addresses this challenge by introducing a novel framework,
CaDRE, to generate realistic, diverse, and controllable safety-
critical scenarios. Our approach optimizes for both the quality
and diversity of scenarios by employing a unique formulation
and algorithm that integrates real-world scenarios, domain
knowledge, and black-box optimization. We validate the effec-
tiveness of our framework through extensive testing in three
representative types of traffic scenarios. The results demon-
strate superior performance in generating diverse and high-
quality scenarios with greater sample efficiency than existing
reinforcement learning (RL) and sampling-based methods.

I. INTRODUCTION
Simulation plays a pivotal role in the domain of au-

tonomous driving, serving crucial functions in both training
and evaluation of autonomous vehicles (AVs) [1], [2], [3],
[4]. Compared to the costly and time-consuming on-road
testing, simulation offers efficient feedback to developers and
avoids risky engagements in the real world [5].

It is widely recognized that traffic scenarios in the real
world exhibit a long-tail distribution, where normal scenarios
constitute the majority and safety-critical ones occur infre-
quently [6], [7]. AVs predominately trained on normal sce-
narios may not generalize to safety-critical ones, which can
lead to fatal accidents when deployed at scale. Furthermore,
evaluating AVs in such a long-tail distribution of naturalistic
driving scenarios is neither sample-efficient nor comprehen-
sive. Consequently, it is essential to generate safety-critical
scenarios for both simulation-based training and evaluation.

There are three principal challenges in generating safety-
critical scenarios. The first challenge is realism, that is,
the scenarios generated should be sufficiently realistic to
occur in the real world. This realism is often quantified by
the similarity between real-world scenarios and generated
ones [8], [9], [10]. To achieve this, existing methods either
modify existing scenarios [11], [12] or employ generative
models to approximate the distribution of real-world
scenarios and then modify the generated samples [13], [14].
The second challenge is diversity, that is, the generation
algorithm should cover a wide spectrum of scenarios rather
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than focusing on a single type of failure. Existing methods
either lack in diversity or achieve it by construction, e.g.,
by specifying a multi-modal generative model [6]. The final
challenge is controllability, that is the scenarios are generated
according to specified characteristics. These guidelines are
often expressed through constraints [15], temporal logic [13],
or language [14], [16], all of which require the framework
to be specially designed to facilitate their integration.

To tackle these challenges, we reformulate safety-critical
scenario generation within the Quality-Diversity(QD) frame-
work and introduce our method CaDRE. QD is a branch
of optimization that finds a collection of high-performing
yet qualitatively different solutions [17], [18]. Through a
novel design, CaDRE addresses the aforementioned challenges
by integrating information from real-world data, domain
knowledge, and black-box optimization. To maintain realism,
we parameterize scenarios as bounded perturbations to real-
world trajectories. To promote diversity, we improve on
an existing QD algorithm and use it to efficiently explore
and optimize the continuous parameter space. To achieve
controllability, we retrieve archived scenarios according to
the desired measure values.
The main contributions can be summarized below:
• We propose CaDRE, a novel QD formulation for safety-

critical scenario generation, which achieves realism,
diversity, and controllability.

• We propose an occupancy-aware restart (OAR)
mechanism as a general extension to the QD algorithm
family, which improves the exploration efficiency.

• We conduct experiments on three representative
real-world traffic scenarios: unprotected cross-turn,
high-speed lane-change, and U-turn, which demonstrate
that CaDRE generates diverse and high-quality scenarios
with better sample efficiency compared to both RL- and
sampling-based methods.

II. RELATED WORK
Safety-critical Scenario Generation. One significant com-
ponent of autonomous driving simulation is the traffic model,
which governs the behavior of background vehicles. Many
works, e.g., TrafficSim [19], TrafficGen [8], ScenarioNet [20],
focus on generating realistic scenarios in the naturalistic
distribution. In contrast, we focus on the long-tail of the
distribution, that is the safety-critical scenarios, to provide
efficient and comprehensive evaluations of the safety of
AVs [21], [22], [23].

A majority of such works focuses on adversarial generation.
L2C [24], MMG [25], and CausalAF [26] generate initial
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Fig. 1: (a) Overview of the CaDRE framework. CaDRE utilizes a black-box optimization algorithm to explicitly optimize
for high-quality and diverse safety-critical scenarios. (b) Illustration of the Occupancy-Aware Restart (OAR) mechanism, a
general extension to QD algorithms to improve exploration efficiency.

conditions for open-loop scenario generation using RL. The
methods in [11], [27], [28], [29] optimize the trajectories
of actors with black-box optimization to attack the ego
vehicle. KING [12] and AdvDO [30] further assume access
to differential dynamics models to improve the efficiency of
finding safety-critical scenarios. However, adversarial attack-
based methods do not explicitly optimize for the diversity
and controllability of generated scenarios. To address this
limitation, imitation learning [31], retrieval-augmented gen-
eration [32], causality [33], and evolutionary algorithms [34]
have also been explored. To control the scenario generation
with language, LCTGen [14] predefines an intermediate
representation to bridge the large language model (LLM) [35]
and the low-level trajectory generator, and CTG++ [36] uses
LLMs to generate signal temporal logic to guide the sampling
process of diffusion models. In this paper, we depart from
the common practice of leveraging adversarial generation
methods and instead focus on improving the diversity and
controllability of generated samples through our novel
application and extensions of Quality-Diversity algorithms.
Quality-Diversity Algorithms in Robotics. QD is a branch
of optimization that finds a collection of high-performing, yet
qualitatively different solutions [17], [18]. Specifically, QD
optimizes an objective for each point in a measure space.
Solving a QD problem in a continuous measure space requires
infinite memory [18]. Thus, in practice, the measure space
is discretized into a finite set, and an archive is maintained
to keep track of the best-known solutions over the finite set.
Some examples of popular algorithms include MAP-Elites
[17], CMA-ME [37], and DQD [38].

Given QD’s ability to find a collection of high-performing
solutions for different contexts, it is well-suited for many
robotics applications. In [39], QD is used to learn a behavior-
performance map, enabling the robot to quickly find a
compensatory behavior and adapt after damage. QD has also
been used on problems such as human-robot interaction [40],
[41], robot manipulation [42], [43], locomotion [44], [45], and
morphology design [46], [47]. To the best of our knowledge,
we are the first to formulate QD for safety-critical scenario
generation in autonomous driving; our approach enables us
to generate an archive of diverse and high-quality scenes, and
allows for fine-granular control by retrieving scenarios with

desired characteristics as defined by the measure space.

III. METHODOLOGY
Our method, Controllable and Diverse Generation

of Safety-Critical Driving Scenarios using REal-world
trajectories (CaDRE), integrates real-world data, domain
knowledge, and black-box optimization. As illustrated in
Fig. 1, for each iteration, CaDRE maintains a grid archive
of generated scenarios. First, it uses the QD algorithm to
update the distribution from which the perturbations to the
real-world trajectories are sampled. Then CaDRE simulates the
perturbations to obtain diverse behavior measures and updates
the archive according to the simulation results. Finally, we
obtain an archive that contains thousands of critical scenarios,
each with different behaviors according to the measure
functions we defined using domain knowledge.

A. Representation of Traffic Scenarios
We utilize real-world trajectories and design the param-

eterization of traffic scenarios to retain realism. Let 𝑥𝑥𝑥𝑖𝑡 ∈
R2,𝜓𝑖𝑡 ∈ [−𝜋, 𝜋] and 𝑣𝑖𝑡 ∈ R be the world-frame coordinate,
orientation, and speed of the 𝑖-th vehicle agent at time 𝑡. The
ego vehicle, with index 𝑖 = 0, is the vehicle for which we want
to generate critical scenarios. We denote the state of the vehicle
as 𝑠𝑠𝑠𝑡 =

{
𝑥𝑥𝑥𝑖𝑡 ,𝜓

𝑖
𝑡 , 𝑣

𝑖
𝑡

}𝑁
𝑖=0, where 𝑁 is the number of background

agents. We define a specific traffic scenario as a sequence of
these states S = {𝑠𝑠𝑠𝑡 }𝑇𝑡=0, where 𝑇 is a fixed time horizon. We
initialize a specific scenario from a real-world dataset that
contains only naturalistic driving scenarios.
Safety-Critical Perturbation. In each generated scenario, we
perturb the trajectory of a single background vehicle indexed
by 𝑖 ∈ [1, . . . , 𝑁], which is selected according to criteria to
be described in Section IV-A. We first recover the action
sequence

{
𝑎𝑎𝑎𝑖𝑡
}𝑇−1
𝑡=0 from

{
𝑠𝑠𝑠𝑖𝑡
}𝑇
𝑡=0, assuming a kinematic bicycle

model [ ¤𝑥, ¤𝑦, ¤𝜓, ¤𝑣] = [𝑣 cos(𝜓), 𝑣 sin(𝜓), 𝑣 tan(𝜓)/𝐿,𝑎], where
𝐿 is the wheelbase. Each action consists of acceleration and
steering input, i.e., 𝑎𝑎𝑎𝑖𝑡 := [𝑎𝑖𝑡 , 𝛿𝑖𝑡 ]. A new trajectory can be
generated by 1) applying a sequence of bounded perturbations{
Δ𝑎𝑎𝑎𝑖𝑡

}𝑇−1
𝑡=0 to the recovered action sequence, and 2) unrolling

the kinematics model from 𝑠𝑠𝑠𝑖0 using the bicycle model.
We then parameterize each safety-critical scenario with
𝜃𝜃𝜃 =

{
Δ𝑎𝑎𝑎𝑖0, . . . ,Δ𝑎𝑎𝑎

𝑖
𝑇−1

}
∈ R𝑇×2 and denote the allowable space

of bounded perturbation as Θ.



B. Quality-Diversity Formulation for Scenario Generation
Inspired by previous work [40], [18], we formulate the

problem of generating a diverse set of safety-critical driving
scenarios as a QD problem. First, we define an objective
function 𝑓 : R𝑇×2 → R to quantify the safety-critical level.
We further define K measure functions 𝑚𝑘 : R𝑇×2 → R and
jointly represent them as 𝑚𝑚𝑚 : R𝑇×2→ R𝐾 , which are a set of
user-defined functions to quantify aspects of the scenario that
we aim to diversify. We denote M = 𝑚𝑚𝑚(R𝑇×2) ⊆ R𝐾 as the
measure space formed by the range of 𝑚𝑚𝑚. Because 𝑓 evaluates
the quality of a scenario 𝜃𝜃𝜃, the goal of the QD problem is to
find, for each 𝑚 ∈ M, a scenario 𝜃𝜃𝜃, such that 𝑚𝑚𝑚(𝜃𝜃𝜃) = 𝑚 and
that 𝑓 (𝜃𝜃𝜃) is maximized (Eqn. 1):

max 𝑓 (𝜃𝜃𝜃)
s.t. 𝑚𝑚𝑚(𝜃𝜃𝜃) = 𝑚, ∀𝑚 ∈M .

(1)

In practice, we discretizeM into a finite number of 𝑀 cells,
which we will refer to as the archive, and solve the simplified
version of the problem:

max
𝜃𝜃𝜃1 ,..., 𝜃𝜃𝜃𝑀

𝑀∑︁
𝑛=1

𝑓 (𝜃𝜃𝜃𝑛). (2)

With a slight overload of notation, we also use 𝑓 to denote
the objective value and 𝑚𝑚𝑚 to denote the values of the measure
function. We denote the archive as 𝑀 , and we can retrieve the
scenarios from the archive by 𝑀 [𝑚𝑚𝑚]. With properly defined
objective and measure functions, we can optimize a diverse
population of safety-critical scenarios and retrieve individual
scenarios in a controllable manner by asking for specific
measure values 𝑚𝑚𝑚. We build a lightweight traffic scenario
simulator 𝑆𝑖𝑚(S, 𝜃𝜃𝜃, 𝑖), which outputs the objective value 𝑓

and the measure values 𝑚𝑚𝑚, given the original scenario S,
perturbation 𝜃𝜃𝜃, and the index of the perturbed vehicle 𝑖.

For this setting, the typical formulation of safety-critical sce-
nario generation would have been max𝜃∈Θ 𝑓 (𝜃). To promote
diversity, existing methods either parameterize the scenarios
as a multi-modal distribution or impose an additional distri-
butional constraint/regularization. In comparison, the QD for-
mulation incorporates diversity directly as part of the problem.

We specify the objective and measure functions here to
demonstrate how concretely QD can be used to generate
realistic, diverse, and controllable safety-critical scenarios.
There could be many other alternative objective and measure
function designs, and we hope other researchers will be
inspired to adopt CaDRE for their problems.
Objective Function. The objective function 𝑓 quantifies the
safety-critical level, motivated by prior work on safety-critical
scenario generation (where 𝑑 (·, ·) is the 𝑙2 distance):

𝑓 (𝜃𝜃𝜃) :=


1, if vehicle 𝑖 collides with the ego vehicle
0, if vehicle 𝑖 collides with background vehicles
exp(−min𝑡 𝑑 (𝑥𝑥𝑥0

𝑡 , 𝑥𝑥𝑥
𝑖
𝑡 )), otherwise

(3)
Measure Functions. The measure functions are essential to
capture different aspects of critical scenarios. We propose three
measure functions to define the diverse behavior of perturbed
vehicles. These measure functions collectively enable the
definition and evaluation of a wide range of safety-critical

Algorithm 1: CaDRE: Controllable and Diverse Gen-
eration of Safety-Critical Driving Scenarios

Input: Real-world normal scenario S, index of the
perturbed background vehicle 𝑖, traffic simulator 𝑆𝑖𝑚,
batch size 𝐵, empty grid archive 𝑀

Output: An grid archive 𝑀 containing diverse
safety-critical scenarios S𝑐

Initialize emitter 𝑒
Recover

{
𝑎𝑎𝑎𝑖𝑡
}𝑇−1
𝑡=0 from

{
𝑠𝑠𝑠𝑖𝑡
}𝑇
𝑡=0 in S

for iter = 1, . . ., total iter do
{𝜃𝜃𝜃𝑏}𝐵𝑏=1 ∼ N(𝑒.𝜇, 𝑒.𝐶)
for 𝑏 = 1, . . . , 𝐵 do

{ 𝑓𝑏,𝑚𝑚𝑚𝑏} ← 𝑆𝑖𝑚(S, 𝜃𝜃𝜃𝑏, 𝑖)
Unpack 𝑝𝑎𝑟𝑒𝑛𝑡𝑠, sampling mean 𝜇, covariance

matrix 𝐶, and parameter set 𝑃 from e.
for 𝑏 = 1, . . . , 𝐵 do

if 𝑀 [𝑚𝑚𝑚𝑏] is empty then
Δ𝑏← 𝑓𝑏
Flag that 𝜃𝜃𝜃 discovered a new cell
Add 𝜃𝜃𝜃𝑏 to 𝑝𝑎𝑟𝑒𝑛𝑡𝑠

else if 𝑓𝑏 > 𝑀 [𝑚𝑚𝑚𝑏] . 𝑓 then
Δ𝑏← 𝑓𝑏 −𝑀 [𝑚𝑚𝑚𝑏] . 𝑓
Add 𝜃𝜃𝜃𝑏 to 𝑝𝑎𝑟𝑒𝑛𝑡𝑠

if parents ≠ ∅ then
Sort 𝑝𝑎𝑟𝑒𝑛𝑡𝑠 by (newCell, Δ𝑏)
Update 𝜇,𝐶, 𝑃 according to 𝑝𝑎𝑟𝑒𝑛𝑡𝑠

𝑝𝑎𝑟𝑒𝑛𝑡𝑠←∅
else

Occupancy-aware restart from an elite in 𝑀

scenarios, focusing on representative factors such as pertur-
bation efforts (𝑚1), urgency of response (𝑚2), and collision
behavior (𝑚3). Here, 𝑚1 measures the mean magnitude of
the steering perturbation. It partially reflects how much the
generated trajectory would deviate from the original trajectory:

𝑚1 =
1

𝑡impact

𝑡impact−1∑︁
𝑡=0

��𝛿𝑖𝑡 �� , (4)

Next, 𝑚2 measures the normalized impact time; it helps
categorize scenarios based on the urgency of the response
required. When there is no collision, we assume 𝑡impact =
argmin𝑡 𝑑 (𝑥𝑥𝑥0

𝑡 , 𝑥𝑥𝑥
𝑖
𝑡 ). This measure aids in the development of

time-critical decision-making algorithms for AVs:

𝑚2 = 𝑡impact/𝑇, (5)

Finally, 𝑚3 measures the impact angle relative to the body
frame of the ego vehicle. It allows for the evaluation of how
well autonomous driving systems can recognize and react to
threats from various directions, enhancing their ability to pre-
vent accidents through appropriate maneuvering or braking:

𝑚3 = 𝑎𝑡𝑎𝑛2(𝑅𝜓0
𝑡
(𝑥𝑥𝑥𝑖𝑡 − 𝑥𝑥𝑥0

𝑡 )𝑇 ), (6)

where 𝑅𝜓0
𝑡

is the rotation matrix, 𝑡 = 𝑡impact, and 𝑎𝑡𝑎𝑛2 is the
2-argument arctangent function. The 𝑥-axis of the body frame
points to the vehicle’s front, and the 𝑦-axis points to the left.



C. CaDRE Algorithm
We summarize the algorithm of CaDRE in Algorithm 1.

We modify a QD algorithm, namely Covariance Matrix
Adaptation MAP-Elites (CMA-ME) [37], by incorporating the
domain-specific formulation (as described in Section III-A, III-
B) and introducing OAR mechanism as a general extension to
QD algorithms with discretized grid archives.
Algorithm Overview. The algorithm begins with the initial-
ization of an archive and a population of solutions, which
are then evaluated using 𝑆𝑖𝑚 and assigned to specific cells
within the archive based on their measure values. The core
of the algorithm involves iteratively selecting elite solutions
according to 1) whether new cells are discovered (exploration)
and 2) how much the new solutions’ objectives improve upon
the old solution (exploitation), which guides the adaptation
of the CMA parameters, such as the mean 𝜇 and covariance
𝐶. These parameters shape the distribution from which new
solutions are sampled. The algorithm proceeds by replacing
less optimal solutions in the archive with better-performing
ones, thereby refining the solution space exploration. This
process continues until a predefined total iteration is reached,
ultimately resulting in an archive that captures a diverse array
of scenarios across the explored measure dimensions.
Occupancy-Aware Restart. Existing QD algorithms [37]
restart from random regions in the search space when there is
no improvement in the archive. This is not efficient due to the
possibility of restarting in well-explored regions. To improve
exploration efficiency, we propose Occupancy-Aware Restart
(OAR), a restart mechanism to serve as a form of guidance for
improved coverage and efficiency during exploration. .

Illustrated in Fig. 1(b), OAR considers the occupancy rate of
neighboring cells and assigns a higher probability to elites with
more empty neighboring cells. More specifically, given the
neighbor empty rate of 𝐿 elites 𝑟1, . . . , 𝑟𝐿 and the temperature
𝜏, the softmax probability of restarting from elite 𝑖 is computed
by 𝑝𝑖 =

𝑒𝑟𝑖/𝜏∑𝐿
𝑗=1 𝑒

𝑟 𝑗 /𝜏 . OAR degenerates to the uniform sampling
as 𝜏→∞. With a lower 𝜏, OAR assigns a higher probability to
those elites who have more empty neighbors. For an efficient
implementation, we use a 3D convolution kernel to compute
the number of empty cells around each elite.

IV. EXPERIMENTS
A. Experimental Setup
Real-world Trajectories. We pick three representative sce-
narios from nuPlan v1.1 [48]: unprotected cross-turn, high-
speed lane-change, and U-turn. All scenarios have a total time
horizon of 15 seconds.
Reactive Ego Policy. Following [12], [30], we assume that
the ego vehicle is reactive to nearby vehicles. We implement
a rule-based ego policy: The ego vehicle will try to follow the
reference trajectory, and if there is a vehicle within 5𝑚 and
[−𝜋/4, 𝜋/4] of the body frame of the ego vehicle, it will brake
at −7𝑚/𝑠2 and steer away from that vehicle with maximum
steering angle ±𝜋/8. Since the problem is formulated as a
black-box optimization, CaDRE does not require access to the
reactive policy and would work with any other ego policies.

Selection of Perturbed Vehicles and Perturbation Range.
To ensure effective perturbation, we use a simple heuristic
to select which vehicles to perturb: the top five background
vehicles that have the smallest average distance to the ego
vehicle. Acceleration perturbation is between ±2, and steering
perturbation range is between ±𝜋/8.
Evaluation Metrics. We focus on three criteria that measure
the quality and diversity of the generated scenarios, which are
standard metrics in the QD literature [37], [18], [38], [49].

• Coverage ∈ [0,1]: Proportion of cells in the archive
that have an elite. This is a measure of diversity of
the generated scenarios. Note that while coverage is a
standard metric for QD, there lacks such a principled
metric to evaluate diversity in safety-critical scenario
generation literature.

• Mean objective ∈ [0,1]: Mean objective value of elites
in the archive.

• QD score ∈ [0,4000]: Sum of the objective values of all
elites in the archive. The theoretical maximum value of
4000 is due to our objective 𝑓 ∈ [0,1], and we discretize
the measure space into 10×20×20 grid.

Baselines. We study a mixture of sampling- and RL-based
methods that have been employed by existing literature.

• Random Search (Random): uniformly-random sample
from the solution space.

• GOOSE [50]: a state-of-the-art RL-based approach
for safety-critical scenario generation. It parameterizes
adversarial trajectories as non-uniform rational B-splines
(NURBS) and iteratively modifies their control points
for diverse scenario generation. Note that this is also an
example of diversity by construction, where diversity is
promoted through the representation of scenarios.

• CMA-ES [51]: CMA-ES is an evolutionary strategy that
iteratively updates a population of solutions based on
their fitness and adaptively adjusts the search distribution
towards optimal regions of the solution space.

• Multi-particle REINFORCE [52]: policy gradient
method employed by previous work [24], [25]. We set
the number of particles to be the same as the batch size
(36) of CMA-ME employed by our algorithm.

• Stein Variational Policy Gradient (SVPG) [53]: SVPG
is an improved version of multi-particle REINFORCE by
using a maximum entropy policy optimization framework
that explicitly encourages diverse solutions and better
exploration. The number of particles is the same as the
batch size of CaDRE.

We adopt the QD algorithm library pyribs [18] to implement
our framework. We aim to answer the following questions in
our experimental study:

• How does CaDRE compare with baseline methods in terms
of the evaluation metrics and sample efficiency?

• Is OAR effective in improving exploration?
• Can we retrieve diverse scenarios generated by CaDRE in

a controllable manner?



TABLE I: The final performance of coverage, mean objective, QD score. We report the mean and variance over 5 perturbed
vehicles for each scene. The QD score is shown in multiples of 1000.

Unprotected cross-turn High-speed lane-change U-turn
Method Coverage (↑) Mean Obj (↑) QD Score (↑) Coverage (↑) Mean Obj (↑) QD Score (↑) Coverage (↑) Mean Obj (↑) QD Score (↑)

Random 0.140±0.021 0.499±0.123 0.285±0.098 0.162±0.024 0.310±0.158 0.209±0.131 0.188±0.066 0.381±0.134 0.320±0.151
GOOSE 0.279±0.097 0.368±0.058 0.429±0.180 0.257±0.082 0.385±0.158 0.443±0.291 0.141±0.082 0.490±0.158 0.325±0.252
CMA-ES 0.182±0.033 0.672±0.076 0.489±0.090 0.163±0.018 0.540±0.143 0.347±0.086 0.228±0.118 0.447±0.228 0.502±0.253
REINFORCE 0.210±0.031 0.649±0.115 0.551±0.155 0.243±0.033 0.488±0.144 0.472±0.161 0.286±0.010 0.641±0.117 0.731±0.117
SVPG 0.219±0.032 0.607±0.130 0.553±0.155 0.265±0.026 0.410±0.129 0.437±0.166 0.290±0.020 0.577±0.120 0.665±0.110
CaDRE (ours) 0.565±0.054 0.829±0.062 1.884±0.309 0.541±0.079 0.627±0.142 1.375±0.436 0.542±0.094 0.793±0.073 1.699±0.219

Unprotected cross-turn High-speed lane-change U-turn

Fig. 2: Coverage and QD score v.s. number of samples. Solid lines represent the mean, and the shaded area presents the standard
deviation over 5 perturbed vehicles.

B. Sample-efficiency Compared with Baseline Methods

The coverage and QD score v.s. samples are shown in
Figure 2. CaDRE outperforms all baselines with significant
margins in three different scenarios, which demonstrates that
CaDRE discovers both high-quality and diverse scenarios more
sample-efficiently than Random Search, GOOSE, SVPG, and
REINFORCE. Under the hood, CaDRE adapts the search
distribution over generations to increase the likelihood of
sampling in promising areas of the solution space, in contrast to
Random Search, which samples uniformly across the solution
space. CMA-ES maximizes the likelihood of increasing the
objective and thus quickly converges to a single optimum.
SVPG and REINFORCE, while exploring more than CMA-
ES, still struggle with exploring complex problem spaces due
to their focus on gradient-based optimization. Finally, GOOSE,
a dedicated method for safety-critical scenario generation,
claimed that the NURBS parameterization of traffic scenarios
is sufficient for diversity. However, it is clear from the results
that its diversity, as measured by coverage, lags far behind
CaDRE, though being competitive with other baselines.

Table I shows the final performance of coverage, mean
objective, and QD score. With the same number of sam-
ples, CaDRE achieves 158.0%,122.6%,89.5% more coverage,
36.6%,28.5%,23.7% higher mean objective, leading to a
240.7%,191.3%,132.4% improvement in QD score than the
best-performing baselines in three representative scenarios,
respectively. It again highlights the superior exploration and
exploitation capability of CaDRE compared to the baselines.

TABLE II: QD score of occupancy-aware restart with different
temperatures. The QD score is shown in multiples of 1000. The
percentage improvements w.r.t 𝜏→∞ are in parentheses.

Index 1 2 3 4 5

𝜏→∞ 1.808 0.519 1.277 1.393 1.444
𝜏 = 1/5 1.855 (2.6%) 0.639 (22.9%) 1.133 (-11.3%) 1.515 (8.8%) 1.299 (-10.0%)
𝜏 = 1/10 2.026 (12.0%) 0.691 (33.0%) 1.229 (-3.7%) 1.367 (-1.9%) 1.563 (8.2%)

Table II shows the ablation of OAR in the high-speed
lane-change scenario. 𝜏→∞ is equivalent to QD algorithms
without OAR. OAR improves the QD score of individual
vehicles by a maximum of 33.0%, which demonstrates the
effectiveness of OAR. We also observe that the biggest
improvements come from harder problems (low QD score).
The intuition is that when it is harder to find a safety-critical
scenario, then a more effective exploration strategy provides a
more significant performance boost.

C. Analysis of the Generated Safety-Critical Scenarios
Visualization of Archives. We visualize the final archives
in Fig. 4. It is observed that the proposed CaDRE leads to
a much higher occupancy as well as mean objective in the
final archives than the best-performing baseline SVPG. The
main reason is that CaDRE explicitly encourages sustained
exploration throughout optimization. Although the repulsive
force in SVPG indeed introduces diversity among the particles
to avoid premature convergence to local optima, the primary
focus remains on optimizing a solution rather than explicitly
seeking out diverse solutions across a range of measures.
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[0.19, 0.33, -2.06] [0.39, 0.91, 1.18] [0.43, 0.47, -0.06] [0.14, 0.25, 0.69] [0.35, 0.81, -3.05]

[0.20, 0.19, -0.14] [0.16, 0.95, 0.23] [0.19, 0.58, 0.89] [0.56, 0.89, 2.54] [0.79, 0.49, 1.64]

[0.17, 0.51, 3.13] [0.15, 0.32, -0.31] [0.29, 0.58, -0.43][0.28, 0.61, 0.16] [0.19, 0.53, -3.03]

Ego trajectory Perturbed trajectory Background trajectory

Fig. 3: Visualization of generated trajectories. The leftmost column shows the original unperturbed scenarios. The numbers below
are the measure values [𝑚1,𝑚2,𝑚3], representing the mean steering perturbation, impact time, and impact angle, respectively.
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Fig. 4: Visualization of final archives. A darker color means a
higher objective value. Transparent cells mean we cannot find
scenarios. We visualize the perturbed vehicles that have the
highest QD score for each scenario respectively.

Note that some cells are still unoccupied even for CaDRE.
We hypothesize that it is due to the infeasibility of finding
scenarios, which is induced by specific combinations of
measure values, the vehicle states in the original scenarios,
and the kinematics constraints. For example, it is extremely
difficult to find a solution with a short impact time and a small
impact angle (hitting from the front) in the unprotected cross-
turn scenario, since there is no background vehicle starting

near the front of the ego vehicle.
Visualization of Generated Scenarios. In Fig. 3, we visu-
alize five generated scenarios for the unprotected cross-turn,
high-speed lane-change, and U-turn, respectively. The visual-
ization shows that we are able to generate and retrieve diverse
critical scenarios in a controllable manner. For example, in the
unprotected cross-turn, we can control the perturbed vehicle
hitting the right side of the ego vehicle by steering a little bit
from the original trajectory or hitting the left side by overtaking
from the left, simply by asking for different combinations of
measure function values [𝑚1,𝑚2,𝑚3] in the archive.

V. CONCLUSIONS AND DISCUSSION

In this work, we develop a framework CaDRE for generating
safety-critical scenarios. CaDRE enhances the diversity and
controllability of the scenario generation process while retain-
ing realism. We conduct extensive experiments on three repre-
sentative scenarios: unprotected cross-turn, high-speed lane-
change, and U-turn. The experimental results show that CaDRE
can generate and retrieve diverse and high-quality scenarios
with better sample efficiency compared to existing methods.

We envision many extensions possible to CaDRE. At the
moment, CaDRE only perturbs one background vehicles at
a time. Alternative parameterization of traffic scenarios or
objective and measure functions can make CaDREmore general
or suited to specific settings. Second, CaDRE does not consider
the lane information and road conditions such as barriers.
It is possible to incorporate road information to CaDRE
by augmenting the existing simulator or adding a post-hoc
pruning step based on the drivable area.
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